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Abstract

A hybrid technique of the Laplace transform and finite-difference methods in conjunction with the least-squares method and exper-
imental temperature data inside the test material is applied to investigate the spray cooling of a hot surface. In this study, the unknown
surface temperature and heat flux will be predicted. Their functional forms are unknown a priori in the present study and are assumed to
be the functions of time before performing the inverse calculation. The whole time domain is divided into several analysis sub-time inter-
vals and then these unknown estimates on each analysis interval can be predicted. In order to validate the accuracy of the present inverse
method, comparisons between the present estimates and previous estimated results are made. The results show that the present estimates
of the unknown temperature at various measurement locations agree with the previous estimated results and experimental temperature
data. However, the present estimates of the unknown surface heat flux deviate from the previous estimated results for larger times.
� 2007 Elsevier Ltd. All rights reserved.
1. Introduction

Spray cooling has received much attention in recent
years because it can remove high heat fluxes. Typical appli-
cations were found in a wide range of industrial processes
such as rapid cooling and quenching in metal foundries,
cooling of electronics components, nuclear power genera-
tion and the use of high power lasers, etc. The metallurgical
industry often used spray cooling for quenching of iron
ingots and cooling of alloy strips in continuous casting pro-
cesses. It is well known that the surface temperature of the
test hot surface was the most important parameter in
quenching and was used to define four distinct heat transfer
regimes of the boiling curve: (1) film boiling, (2) transition
boiling, (3) nucleate boiling and (4) single phase liquid
cooling.

Qiao and Chandra [1] stated that adding a surfactant to
water sprays can enhance nucleate boiling during spray
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cooling, and the surface heat transfer rate can be increased
by up to 300% for surface temperatures between 100 �C
and 120 �C. Jia and Qiu [2] applied spray cooling experi-
ments with pure water and water solution of 100 ppm solu-
tion of surfactant to measure droplet characteristics,
surface heat flux and surface temperature. Cui et al. [3]
experimentally investigated the effect of dissolving salts in
water sprays used for quenching a hot copper surface.
The variation of the surface temperature with the spray
cooling time during spray quenching was recorded, and
the surface heat flux was calculated from the temperature
measurements using the sequential function specification
method. Qiao and Chandra [1] and Cui et al. [3] applied
the sequential function specification method to estimate
the surface heat flux. However, Cui et al. [3] did not show
how to determine the surface heat flux in detail. Hsieh et al.
[4] applied the transient liquid crystal technique and ther-
mocouple to determine the variation of the surface temper-
ature with time during spray cooling of a hot surface for
pure water and R-134a. The surface heat flux can be
obtained from semi-infinite heat conduction problem.
Cooling curves were obtained for different spray mass flux,
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Nomenclature

Cj undetermined coefficient
F1(t) unknown function
½F � force matrix
½K� global conduction matrix
L thickness of the test material, m
‘ distance between two neighboring nodes, m
M number of the discrete measurement times
Mt number of the discrete times
m1 spray mass flux, kg/m2 s
n total number of nodes
P number of the sub-time intervals
s Laplace transform parameter
T temperature, �CeT temperature in the transform domain
feT g global matrix of the nodal temperatures in the

transform domain
Tin initial temperature, �C
TL(t) given temperature measurement at x ¼ L, �C

t time, s
Dte measurement time step, ðtf � t0Þ=ðMt � 1Þ
tf final time, s
t0 initial measurement time, s
tr discrete measurement time, s
Um mean droplet impact velocity, m/s
x spatial coordinate, m
xm location of the thermocouple

Greeks symbols
a referenced thermal diffusivity, m2/s
e prescribed accuracy

Subscripts

cal calculated value
est estimated value
mea measured data
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Weber number and degrees of superheat and subcooling.
However, the unknown heat transfer coefficient was
assumed to be constant in their work [4].

The accurate estimations of the surface heat flux and
temperature are significant during spray cooling of a hot
surface. It is known that the estimations of the surface tem-
perature and heat flux from the measured temperatures
inside the test material can be regarded as the inverse heat
conduction problems (IHCP). The IHCP are often
regarded as the ill-posed problem because their solution
does not satisfy the general requirements of existence,
uniqueness and stability under small changes to the input
data. The main difficulty of the IHCP is that their solution
is very sensitive to changes in input data resulting from
measurement errors [5–7]. It can be found that various
inverse methods, such as the implicit finite-difference,
regularization, conjugate gradient, function specification,
Kalman filter and hybrid scheme methods have been devel-
oped for solving the IHCP [5–7]. Su and Hewitt [8] used the
Alifanov’s iterative regulation method to estimate the time-
varying heat transfer coefficient of forced-convective flow
boiling over the outer surface of a heater tube with
8.965 mm in the inner radius and 9.525 mm in the outer
radius. Ji and Jang [9] applied the Kalman filter technique
in conjunction with the actual measured temperatures to
predict the unknown surface heat flux across a 1-mm-thick
copper plate. Their estimated value of the surface heat flux
was not in good agreement with the measured heat flux for
various peak waves and exhibited the oscillatory phenom-
enon. Kim et al. [10] estimated the time- and space-varying
heat flux on the surface of a three-dimensional slab with
temperature-dependent thermophysical properties using
the sequential gradient method combined with a cubic-
spline function specification. Their estimates of the time-
varying heat flux at the center deviated from the exact
solution.

Most numerical schemes for the IHCP may be sensitive
to measurement noise. This sensitivity often depends on the
time-step. In general, the smaller the time-step is, the more
ill-posed the problem is. In order to overcome this draw-
back, Chen and Chang [11] first introduced a hybrid
scheme of the Laplace transform and finite-difference
methods to estimate the unknown surface temperature in
one-dimensional IHCP using the measured nodal tempera-
tures inside the test material without measurement errors.
Later, Chen et al. [12–15] applied the similar scheme in
conjunction with a sequential-in-time concept and the
least-squares method to estimate the unknown surface
boundary conditions from the measured temperatures or
measured displacements with measurement errors. The
results showed that the estimates of the unknown surface
boundary conditions were in good agreement with the
direct results for the cases without measurement errors.
In addition, the effects of the measurement time-step and
measurement locations on the estimates were not very sen-
sitive for this hybrid method [12–15]. The present estimates
did not exhibit the severe oscillatory phenomenon and
large deviation from the direct results for the cases with
measurement errors. Thus the present study further applies
this hybrid inverse scheme in conjunction with experimen-
tal temperature data given by Qiao and Chandra [1] and
Cui et al. [3] to estimate the unknown surface temperature
and heat flux during spray cooling. Then, comparisons of
the unknown surface temperature and heat flux between
the present estimates and those given by Qiao and Chandra
[1] and Cui et al. [3] are made.
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2. Mathematical formulation

A one-dimensional heat conduction problem can be
introduced to estimate the unknown surface temperature
and heat flux during spray cooling. The physical geometry
of the present problem is shown in Fig. 1. The mathemat-
ical formulation, basic assumptions and experimental tem-
perature data used in this study come from the works of
Qiao and Chandra [1] and Cui et al. [3]. For the direct heat
conduction problems, the temperature field can be deter-
mined provided that the boundary conditions at x ¼ 0
and x ¼ L are given. However, one of the boundary condi-
tions is unknown for the inverse heat conduction problems.
It cannot be estimated unless additional information on the
temperature history in the test material is given. In this
study, the thermocouple is welded at x ¼ xm in order to
record the temperature history during spray cooling. The
IHCP investigated here involve the estimates of the
unknown surface heat flux and temperature from the tran-
sient temperature measurements at x ¼ xm. The governing
differential equation, boundary conditions and initial con-
dition are expressed as

k
o

2T
ox2
¼ qc

oT
ot

0 < x < L; 0 < t 6 tf ð1Þ

T ðL; tÞ ¼ T LðtÞ ð2Þ
T ð0; tÞ ¼ F 1ðtÞ ¼ ? ð3Þ

and

T ðx; 0Þ ¼ T in ð4Þ
where T is the temperature. t and x respectively denote time
and spatial-domain variables. k is the thermal conductivity
of the test material. q is the density. c is the specific heat.
T LðtÞ is the given temperature measurement. Tin is the ini-
tial temperature. tf denotes the time that spray cooling was
terminated. The unknown surface temperature F 1ðtÞ can be
estimated provided that the knowledge of transient temper-
ature reading at x ¼ xm is given.
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Fig. 1. Physical geometry for the temperature measurements of a hot plate
during spray cooling.
A curve-fitted profile generated through a least-squares
process can be used to fit experimental temperature data.
Later, the history of the measured temperature T meaðxm; tÞ
is obtained from this curve-fitted profile.

3. Numerical analysis

In order to remove the time-dependent terms from the
governing differential equation and boundary conditions,
the method of the Laplace transform is employed. The
Laplace transforms of Eqs. (1)–(3) with respect to t in con-
junction with the initial condition (4) give

o
2eT

ox2
� s

a
eT ¼ � T in

a
; 0 < x < L ð5Þ

and

eT ð0Þ ¼ eF 1 at x ¼ 0 ð6ÞeT ðLÞ ¼ eT L at x ¼ L ð7Þ

where a ¼ k
qc is the thermal diffusivity and s is the Laplace

transform parameter. eT is defined as

eT ðx; sÞ ¼ Z 1

0

e�stT ðx; tÞdt ð8Þ

The application of the central-difference approximation to
Eq. (5) can obtain the following discretized form as

eT iþ1 � 2eT i þ eT i�1

‘2
� s

a
eT i ¼ �

T in

a
for i ¼ 2; 3; . . . ; n� 1 ð9Þ

where n is the nodal number. ‘ ¼ L=ðn� 1Þ denotes the dis-
tance between two neighboring nodes and is uniform.

The discretized forms at x ¼ 0 and x ¼ L are expressed
as

eT 1 ¼ eF 1 ð10Þ

and

eT n ¼ eT L ð11Þ

The arrangement of Eq. (9) in conjunction with the dis-
cretized forms of its corresponding boundary conditions
(10) and (11) yields the following matrix equation.

½K�½eT � ¼ ½F � ð12Þ

where ½K� is a matrix with the parameter s. ½eT � is a matrix
representing the unknown nodal temperatures in the trans-
form domain. ½F � is a matrix representing the forcing term.
The direct Gauss elimination algorithm and the numerical
inversion of the Laplace transform [16] are applied to solve
Eq. (12) in order to determine the nodal temperatures at a
specific time. One of the advantages of the present method
is that the unknown estimates do not always need to pro-
ceed with step-by-step computation from the initial time
t ¼ 0:
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The functional form of the unknown surface tempera-
ture F 1ðtÞ in the present study is assumed to be the function
of time before performing the inverse calculation. How-
ever, it is not easy to obtain an approximate polynomial
function that can completely fit F 1ðtÞ for the whole time
domain considered. Under this circumstance, a sequen-
tial-in-time procedure is introduced to estimate F 1ðtÞ. In
other words, the whole time domain t0 6 t 6 tf will be
divided into p sub-time intervals. The unknown surface
temperature F 1ðtÞ on each sub-time interval can be approx-
imated by an ðN � 1Þth degree polynomial guess function
of time and is expressed as

F 1ðtÞ ¼
XN

j¼1

Cjtj�1 ð13Þ

where Cj, j ¼ 1; 2; . . . ;N , are the unknown coefficients and
can be estimated using the least-squares method in con-
junction with the measured temperatures on each analysis
interval.

The least-squares minimization technique is applied to
minimize the sum of the squares of the deviations between
the calculated temperature T calðxm; trÞ and measured tem-
perature T meaðxm; trÞ at a sensor location xm, where tr is
the discrete measurement time and can be written as
tr ¼ t0 þ rDte, r ¼ 0; 1; . . . ;Mt � 1. Mt ¼ pðN � 1Þ þ 1
denotes the number of the discrete measurement times.
Dte is the measurement time step and is defined as
Dte ¼ ðtf � t0Þ=ðMt � 1Þ. The error in the estimates
EðC1;C2; . . . ;CNÞ on each analysis interval ti 6 tr 6

tiþN�1, i ¼ 0;N � 1; 2ðN � 1Þ; . . . ;Mt � N , can be expressed
as

EðC1;C2; . . . ;CNÞ ¼
XiþN�1

r¼i

T calðxm; trÞ � T meaðxm; trÞ
� �2 ð14Þ

Due to the application of the Laplace transform, t0 is
not always the initial time t ¼ 0 in the present inverse
scheme. The estimated values of Cj; j ¼ 1; 2; . . . ;N ; are
determined provided that the values of EðC1;C2; . . . ;CNÞ
are minimum. The computational procedures for estimat-
ing the unknown coefficients Cj; j ¼ 1; 2; . . . ;N ; are
described as follows.

First, the initial guesses of Cj; j ¼ 1; 2; . . . ;N , are cho-
sen. Later, the calculated temperature at x ¼ xm,
T calðxm; trÞ, can be determined from Eq. (12). Deviations
of T calðxm; trÞ and T meaðxm; trÞ on each analysis interval
ti 6 tr 6 tiþN�1, i ¼ 0;N � 1; 2ðN � 1Þ; . . . ;Mt � N , are
expressed as

ep ¼ T calðxm; trÞ � T meaðxm; trÞ
for p ¼ r � iþ 1; i 6 r 6 iþ N � 1 ð15Þ

The new calculated value T cal;pðxm; trÞ on each analysis
interval ti 6 tr 6 tiþN�1, i ¼ 0;N � 1; 2ðN � 1Þ; . . . ;
Mt � N , can be expanded in the first-order Taylor’s series
approximation as
T cal;pðxm; trÞ ¼ T calðxm; trÞ þ
XN

j¼1

oT cal

oCj
dCj

for p ¼ r � iþ 1; i 6 r 6 iþ N � 1 ð16Þ

In order to obtain the derivative oT cal

oCj
in Eq. (16), the new

unknown coefficient Cj
* is introduced as

C�j ¼ Cj þ djdjk for j; k ¼ 1; 2; . . . ;N ð17Þ

where dj ¼ C�j � Cj is a small value corresponding to Cj.
The symbol djk is Kronecker delta.

Similarly, the new calculated value T cal;pðxm; trÞ with
respect to Cj

* can also be determined from Eq. (12). Devi-
ations between T cal;pðxm; trÞ and T meaðxm; trÞ on each analysis
interval ti 6 tr 6 tiþN�1, i ¼ 0;N � 1; 2ðN � 1Þ; . . . ;Mt � N ,
can be written as

ep
j ¼ T cal;pðxm; trÞ � T meaðxm; trÞ for j; p ¼ 1; 2; . . . ;N

ð18Þ

The finite-difference representation of the derivative oT cal

oCj
is

expressed as

xp
j ¼

oT cal

oCj
¼ T cal;p � T cal

C�j � Cj
for j; p ¼ 1; 2; . . . ;N ð19Þ

The substitution of Eqs. (15), (17) and (18) into Eq. (19)
yields

xp
j ¼ ðep

j � epÞ=dj ð20Þ

Substituting Eq. (19) into Eq. (16) yields

T cal;pðxm; trÞ ¼ T calðxm; trÞ þ
XN

j¼1

xp
j d�j

for p ¼ r � iþ 1; i 6 r 6 iþ N � 1 ð21Þ

where d�j ¼ dCj denotes the new correction of Cj.
Substituting Eqs. (15) and (18) into Eq. (21) yields

ep
j ¼ ep þ

XN

j¼1

xp
j d�j for p ¼ 1; 2; . . . ;N ð22Þ

In accordance with Eqs. (14) and (18), the error in the
estimates EðC1 þ DC1;C2 þ DC2; . . . ;CN þ DCN Þ can be
expressed as

E ¼
XN

p¼1

ðep
j Þ

2 ð23Þ

In order to yield the minimum value of E with respect to
Cj, differentiating E corresponding to the new corrections
dj

* is performed. Thus the correction equations corre-
sponding to Cjcan be expressed as

XN

j¼1

XN

p¼1

xk
px

j
pd�j ¼ �

XN

p¼1

xp
kep for k ¼ 1; 2; . . . ;N ð24Þ

Eq. (24) is a set of N algebraic equations for the new
corrections dj

*, j ¼ 1; 2; . . . ;N : The new corrections dj
*,
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j ¼ 1; 2; . . . ;N , are obtained from this equation. Later,
Cj þ d�j can be determined and is regarded as the new
guessed coefficient of Cj. The above numerical procedures

are repeated until the values of T calðxm;trÞ�T meaðxm;trÞ
T meaðxm;trÞ

��� ��� on each

analysis interval ti 6 tr 6 tiþN�1, i ¼ 0;N � 1; 2ðN � 1Þ; . . . ;
Mt � N , are all less than a prescribed accuracy e. In the
present study, e ¼ 0:0001 is taken through all the cases.

Once the unknown surface temperature is obtained, the
temperature distribution at a specified time is obtained
using the direct method. The unknown surface heat flux
qest(0, t) can be determined from the following expression
[6].

qestð0; tÞ ¼ �k
oT
ox

����
x¼0

¼ �k
4T 2 � 3T 1 � T 3

2‘
ð25Þ
4. Results and discussion

In order to demonstrate the accuracy and reliability of
the present inverse scheme, two experimental examples
given by Qiao and Chandra [1] and Cui et al. [3] are illus-
trated. Comparisons between the present estimates and
their estimated results and experimental data [1,3] are also
made. All the computations of the illustrated examples are
performed on a PC.
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Fig. 2. Experimental temperature data at various measurement locations
given by Qiao and Chandra [1] for m1 = 0.5 kg/(m2 s) and Um ¼ 20 m=s.
Example 1. A schematic diagram of the apparatus built
used for spraying cooling experiments was shown in Fig. 1
of Ref. [1]. The spray nozzle and test surface were enclosed
in an aluminum chamber. The cooled surface was the flat
face of a 25.4 mm diameter copper cylinder which was
electroplated with a 10 lm thick layer of nickel to prevent
oxidation. The main components of this system were a
water delivery system, a spray nozzle, a heated copper
cylinder, a data acquisition and control system to record
the surface temperature. However, the governing differen-
tial equation, boundary conditions, initial condition and
some thermophysical quantities of the heated copper
cylinder were not shown in the work of Qiao and Chandra
[1]. Qiao and Chandra [1] applied the sequential function
specification method [7] to estimate the unknown surface
heat flux qð0; tÞ and temperature T ð0; tÞ during spray
quenching. The following thermophysical quantities are
taken from Ref. [17] for inverse analysis of Example 1.
These thermophysical quantities are q = 8933 kg/m3,
k = 385.1 W/(m �C), c = 412.66 J/(kg �C) and Tin =
240 �C. The main purpose of the present study is to apply
experimental data at four different measurement locations
given by Qiao and Chandra [1] to estimate the unknown
surface temperature and heat flux during spraying cooling.
Furthermore, comparisons of the unknown surface tem-
perature and heat flux between the present estimates and
those given by Qiao and Chandra [1] are also made.

Qiao and Chandra [1] applied four 0.5 mm diameter
K-type (chromel–alumel) thermocouples to measure tem-
peratures of the test cylinder at x1, x2, x3 and x4, where x1,
x2, x3 and x4 denote these four different measurement
locations. These four thermocouples were inserted into
holes drilled 6.35 mm apart along the axis of the copper
cylinder. However, the first thermocouple was positioned
at 0.4 mm below the cooled surface of the test cylinder.
This implies that x1, x2, x3 and x4 respectively are
x1 ¼ 0:4 mm, x2 ¼ 6:75 mm, x3 ¼ 13:1 mm and x4 ¼
19:85 mm. The holes were filled with a high thermal
conductivity paste before inserting the thermocouples to
minimize the thermal contact resistance. Measured tem-
peratures were continuously recorded using a digital data
acquisition system. The histories of the measured temper-
atures at x ¼ x1; x2; x3 and x4 during spray cooling with
pure water, a spray mass flux m1 = 0.5 kg/m2 s and a
mean droplet impact velocity Um ¼ 20 m=s are shown in
Fig. 4. of Ref. [1] and Fig. 2. The least-squares fitting
method is applied to fit these four experimental tempera-
ture data over the whole time domain. The functional
expressions of these measured temperatures are expressed
as follows:

T meaðx1; tÞ ¼

239:586� 1:25t þ 0:146t2 � 1:213� 10�2t3

þ5:353� 10�4t4 � 1:327� 10�5t5

þ1:844� 10�7t6 � 1:331� 10�9t7

þ3:837� 10�12t8 for 0 6 t 6 80 s

�2:641� 104 þ 1:443� 103t � 30:744t2

þ0:322� 10�2t3 � 1:666� 10�3t4

þ3:41� 10�6t5 for 80 s < t 6 115 s

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

ð26Þ
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Fig. 3. Comparison of T ð0; tÞ between the present estimates and those
given by Qiao and Chandra [1] for m1 = 0.5 kg/(m2 s), Um ¼ 20 m=s and
various L values.
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Fig. 4. Comparison of qð0; tÞ between the present estimates and those
given by Qiao and Chandra [1] for m1 = 0.5 kg/(m2 s), Um ¼ 20 m=s and
L ¼ 13:1 mm.
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T meaðx2; tÞ ¼

239:774� 0:681t þ 3:832� 10�2t2

�2:865� 10�3t3 þ 1:13� 10�4t4

�2:394� 10�6t5 þ 2:56� 10�8t6

�1:091� 10�10t7 for 0 6 t 6 80 s

�13370þ 734:094t � 15:4678t2 þ 0:159t3

�8:066� 10�4t4 þ 1:612� 10�6t5

for 80 s < t 6 115 s

8>>>>>>>>>>><
>>>>>>>>>>>:

ð27Þ

T meaðx3; tÞ ¼

239:959� 0:332t þ 2:95� 10�3t2

�4:459� 10�4t3 þ 3:439� 10�5t4

�9:519� 10�7t5 þ 1:176� 10�8t6

�5:52� 10�11t7 for 0 6 t 6 80 s

4:678� 105 � 3:427� 104t þ 1071t2 � 18:478t3

þ0:19t4 � 1:167� 10�3t5 þ 3:959� 10�6t6

�5:722� 10�9t7 for 80 s < t 6 115 s

8>>>>>>>>>>><
>>>>>>>>>>>:

ð28Þ

and

T meaðx4; tÞ ¼

239:808þ 5:975� 10�2t� 4:997� 10�2t2

þ2:421� 10�3t3� 5:692� 10�5t4

þ6:159� 10�7t5� 2:146� 10�9t6

�4:756� 10�12t7 for 06 t 6 80 s

�2:039� 104þ 952:7t� 16:004t2

þ0:103t3þ 7:207� 10�5t4

�3:676� 10�6t5þ 1:169� 10�8t6

for 80 s < t 6 115 s

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð29Þ

The unknown coefficients Cj; j ¼ 1; 2; 3, used to begin
the iteration are taken as unity. A second-degree polyno-
mial guess function ðN ¼ 3Þ is selected to approximate
the history of the unknown surface temperature T ð0; tÞ
on each sub-time interval. Then the nodal temperatures
T 2ðtÞ and T 3ðtÞ can be determined from Eq. (12) using
the obtained surface temperature T ð0; tÞ. Further, the
unknown surface heat flux qð0; tÞ can be obtained from
Eq. (25). In order to validate the accuracy and reliability
of the present estimates, the present study applies two dif-
ferent L values to predict T ð0; tÞ and qð0; tÞ. Figs. 3 and 4
respectively show the comparisons of T ð0; tÞ and qð0; tÞ
between the present estimates and those given by Qiao
and Chandra [1] for m1 = 0.5 kg/m2 s, Um ¼ 20 m=s,
M ¼ 22, xm ¼ x1, ‘ ¼ 0:05 mm and various L values. The
results show that the present estimate of the unknown sur-
face temperature T ð0; tÞ using L ¼ 13:1 mm and 19.45 mm
agrees well with the estimated result of Qiao and Chandra
[1]. However, the present estimate of qð0; tÞ slightly deviates
from the estimated result of Qiao and Chandra [1] for
0 5 t 5 75 s. Later, their deviation gradually increases with
time for 75 s < t 5 110 s. The maximum error between the
present estimate and the estimated result of Qiao and
Chandra [1] can occur at the final time t ¼ 110 s and is
up to 3.5 times. It can be found from Fig. 4 that the present
estimate of qð0; tÞ using L ¼ 13:1 mm is also in good agree-
ment with that using L ¼ 19:45 mm. The present estimates
and the predicted results of Qiao and Chandra [1] both
show that the peak values of the surface heat flux qð0; tÞ
occur about at t ¼ 84 s. However, the present estimates
of qð0; tÞ for L ¼ 13:1 mm and 19.45 mm both are higher
than those given by Qiao and Chandra [1] especially for
75 s < t 5 110 s. Once the history of the unknown surface
heat flux qð0; tÞ is obtained, T ðx2; tÞ can be obtained using
the present direct scheme. In order to validate the accuracy
of qð0; tÞ further, this predicted result is applied to deter-
mine T ð0; tÞ and T ðx2; tÞ. The comparisons of T ð0; tÞ and
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T ðx2; tÞ between the direct results using two given estimates
of qð0; tÞ and experimental temperature data given by Qiao
and Chandra [1] are made, as shown in Figs. 5 and 6. It can
be observed from Figs. 5 and 6 that the present direct
results of T ð0; tÞ and T ðx2; tÞ using the present estimate of
qð0; tÞ agree well with experimental temperature data given
by Qiao and Chandra [1] for 0 5 t 5 110 s. However, the
deviations between experimental temperature data and
the direct results of T ð0; tÞ and T ðx2; tÞ using the given esti-
mate of qð0; tÞ given by Qiao and Chandra [1] are small for
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Fig. 5. Comparison of T ðx2; tÞ between the direct results using two given
estimates of qð0; tÞ and experimental data given by Qiao and Chandra [1]
for m1 = 0.5 kg/(m2 s), U m ¼ 20 m=s and L ¼ 13:1 mm.
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Fig. 6. Comparison of T ð0; tÞ between the direct results using two given
estimates of qð0; tÞ and experimental data given by Qiao and Chandra [1]
for m1 = 0.5 kg/(m2 s), U m ¼ 20 m=s and L ¼ 13:1 mm.
0 5 t 5 75 s and gradually increases with time for 75 s <
t 5 110 s. This implies that the present estimates are accu-
rate and reliable.

In order to investigate the effect of the measurement
locations on the present estimates, Figs. 7 and 8 respec-
tively show the comparisons of T ð0; tÞ and qð0; tÞ between
the present estimates and those given by Qiao and Chandra
[1] for m1 = 0.5 kg/m2 s, Um ¼ 20 m=s, L ¼ 13:1 mm and
various measurement locations. The results show that the
deviation of the present estimates obtained from xm ¼ x1
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Fig. 7. Comparison of T ð0; tÞ between the present estimates and those
given by Qiao and Chandra [1] for m1 = 0.5 kg/(m2 s), Um ¼ 20 m=s,
L ¼ 13:1 mm and various measurement locations.
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Fig. 8. Comparison of qð0; tÞ between the present estimates and those
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and xm ¼ x2 is small. This implies that the present estimates
are not very sensitive to the measurement location.

Example 2. A schematic diagram of the apparatus built to
measure the surface temperature during spraying cooling
was shown in Fig. 1 of Ref. [3]. This apparatus was a mod-
ified version of the one designed by Qiao and Chandra [1].
The main components of this system were a water delivery
system, a spray nozzle, a heated copper test surface, a data
acquisition and control system to record the surface tem-
perature. Similarly, the governing differential equation,
boundary conditions, initial condition and some thermo-
physical quantities were not shown in their work [3]. In
order to compare with the predicted results of the surface
temperature and heat flux given by them [3], it is found that
the material of the heated test cylinder seems to be brass
not copper. The following thermophysical quantities are
taken from Ref. [17] for inverse analysis of this example:
q = 8530 kg/m3, k = 144.4 W/(m �C), c = 412.0 J/(kg �C)
and Tin = 240 �C. The present study also applies experi-
mental temperature data at x1, x2, x3 and x4 given by
Cui et al. [3] to estimate the unknown surface temperature
and heat flux during spraying cooling. Furthermore, com-
parisons of the unknown surface temperature and heat flux
between the present estimates and those given by Cui et al.
[3] are also made.

Cui et al. [3] also applied four 0.5 mm diameter K-type
(chromel–alumel) thermocouples to measure temperatures
of the test cylinder at x1, x2; x3 and x4. As shown in
Example 1, x1, x2, x3 and x4 respectively are x1 = 0.4 mm,
x2 = 6.75 mm, x3 = 13.1 mm and x4 = 19.85 mm. Mea-
sured temperatures were continuously recorded using a
digital data acquisition system. The histories of the
measured temperatures at x = x1, x2, x3 and x4 are shown
in Fig. 2 of Ref. [3] and Fig. 9. The least-squares fitting
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Fig. 9. Experimental temperature data at various measurement locations
given by Cui et al. [3] for m1 = 0.5 kg/(m2 s) and Um ¼ 20 m=s.
method is applied to fit the histories of four experimental
temperature data at x ¼ x1; x2; x3 and x4. The functional
expressions of these measured temperatures are expressed
as follows:

T meaðx1; tÞ ¼

239:819� 1:462t þ 0:1776t2 � 1:255� 10�2t3

þ4:81� 10�4t4 � 1:069� 10�5t5

þ1:413� 10�7t6 � 1:09� 10�9t7

þ4:513� 10�12t8 � 7:729� 10�15t9

for 0 6 t 6 124 s

5:31� 105 � 25290t þ 532:2t2

�6:512t3 þ 0:0509t4 � 2:639� 10�4t5

þ9:079� 10�7t6 � 1:998� 10�9t7

þ2:553� 10�12t8 � 1:444� 10�15t9

for 124 s < t 6 250 s

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

ð30Þ

T meaðx2; tÞ ¼

239:801� 0:535t þ 2:105� 10�2t2

�1:090� 10�3t3 þ 3:677� 10�5t4

�7:565� 10�7t5 þ 8:896� 10�9t6

�5:438� 10�11t7 þ 1:302� 10�13t7;

0 6 t 6 124 s

7:178� 104 � 2:837t � 103 þ 48:753t2

�0:474t3 þ 2:858� 10�3t4

�1:091� 10�5t5 þ 2:789� 10�8t6

�3:447� 10�11t7 þ 1:994� 10�14t8;

124 s < t 6 250 s

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

ð31Þ

T meaðx3; tÞ ¼

239:988� 0:272t � 0:01799t2 � 7:079� 10�5t

þ1:094� 10�5t4 � 3:668� 10�7t5

þ5:412� 10�9t6 � 3:723� 10�11t7

þ9:632� 10�14t8

for 0 6 t 6 124 s

5880þ 62:333t � 6:352t2 þ 0:123t3

�1:137� 10�3t4 þ 6:067� 10�6t5

�1:899� 10�8t6 þ 3:254� 10�11t7

�2:364� 10�14t8 for 124 s < t 6 250 s

8>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>:

ð32Þ

and

T meaðx4; tÞ

¼

239:849þ5:996�10�2t�4:058�10�2t2

þ2:099�10�3t3�5:274�10�5t4þ6:791�10�7t5

�4:298�10�9t6�1:047�10�11t7;

06 t6 124 s

5:136�103�84:576t�1:116t2þ1:264t3�1:215�10�4t4

þ5:373�10�7t5�1:175�10�9t6

þ1:030�10�12t7; 124 s< t6 250 s

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð33Þ

The unknown coefficients Cj; j ¼ 1; 2; 3, used to begin
the iteration are taken as unity. A second-degree polyno-
mial guess function ðN ¼ 3Þ is selected to approximate
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the history of the unknown surface temperature T ð0; tÞ on
each sub-time interval. Then the nodal temperatures T 2ðtÞ
and T 3ðtÞ can be determined from Eq. (12) using the
obtained surface temperature T ð0; tÞ. Further, the
unknown surface heat flux qð0; tÞ can be obtained from
Eq. (25). As shown in Example 1, the deviation of the pres-
ent estimates is very small for L ¼ 13:1 mm and 19.45 mm.
Thus L ¼ 13:1 mm is used to estimate T ð0; tÞ and qð0; tÞ in
Example 2. Cui et al. [3] also applied the sequential func-
tion specification method [7] to estimate the unknown sur-
face heat flux and temperature during spray quenching.
Figs. 10 and 11 respectively show the comparisons of
T ð0; tÞ and qð0; tÞ between the present estimates and those
given by Cui et al. [3] for m1 = 0.5 kg/m2 s, Um ¼ 20 m=s,
M ¼ 38, xm ¼ x1, ‘ ¼ 0:05 mm and L ¼ 13:1 mm. The
results show that the present estimate of the unknown sur-
face temperature T ð0; tÞ agrees well with the estimated
result of Cui et al. [3]. However, the present estimate of
qð0; tÞ slightly deviates from the estimated result of Cui
et al. [3] for 0 5 t 5 100 s. Later, their deviation gradually
increases with time for 130 s 5 t 5 80 s. The maximum
error between the present estimate and the estimated result
of Cui et al. [3] can occur at the final time t ¼ 180 s and is
up to about 4 times. In addition, the present estimate of
qð0; tÞ is higher than that given by Cui et al. [3] especially
for 130 s 5 t 5 180 s. The present estimates and the pre-
dicted results of Cui et al. [3] both show that the peak val-
ues of the surface heat flux qð0; tÞ occur about at t ¼ 120 s.
Once the history of the unknown surface heat flux is
obtained, T ð0; tÞ, T ðx1; tÞ and T ðx2; tÞ can be obtained using
the present direct scheme. In order to validate the accuracy
of qð0; tÞ further, the comparisons of T ð0; tÞ, T ðx1; tÞ and
T ðx2; tÞ between experimental temperature data given by
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Fig. 10. Comparison of T ð0; tÞ between the present estimates and those
given by Cui et al. [3] for m1 = 0.5 kg/(m2 s), Um ¼ 20 m=s and various L

values.
Cui et al. [3] and the direct results using two given estimates
of qð0; tÞ are made, as shown in Figs. 12–14. It can be
observed from Figs. 12–14 that the present direct results
of T ð0; tÞ, T ðx1; tÞ and T ðx2; tÞ agree well with experimental
temperature data given by Cui et al. [3] for the whole time
domain 0 5 t 5 180 s. However, the deviations between
experimental temperature data and the direct results of
T ð0; tÞ, T ðx1; tÞ and T ðx2; tÞ using the estimated result given
by Cui et al. [3] is small for 0 5 t 5 120 s and gradually
increases with time for 120 s < t 5 180 s. The similar
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Fig. 12. Comparison of T ð0; tÞ between the direct results using two given
estimates of qð0; tÞ and experimental data given by Cui et al. [3] for
m1 = 0.5 kg/(m2 s), Um ¼ 20 m=s and L ¼ 13:1 mm.
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phenomenon can also be observed from the results in
Example 1. This implies that the present inverse scheme
can obtain the reliable estimates for the present problems.
Qiao and Chandra [1] and Cui et al. [3] applied the
sequential function specification method in conjunction
with experimental temperature data to predict the un-
known surface heat flux. Their works [1,3] can be useful
for validating the accuracy and reliability of an inverse heat
conduction scheme. It can be found from Refs. [18,19] that
the sequential function specification method can be sensi-
tive to the ‘‘thermocouples” locations, number of future
times, measurement errors and time step. Moreover, the
small dimensionless times should also be based on the dis-
tance from the heated surface to the thermocouple nearest
the heated surface. However, our previous works [12–15]
showed that the estimated results obtained from the pres-
ent inverse scheme did not deviate from the direct results
and were not very sensitive to the measurement time-step
and measurement locations even for the problems with
measurement errors. This implies that large deviation of
the unknown surface heat flux between the present esti-
mates and the estimated results given by Qiao and Chandra
[1] and Cui et al. [3] for larger values of time can result
from the ‘‘thermocouples” locations, number of future
times, measurement errors and time step.

5. Conclusions

This study proposes a hybrid inverse scheme involving
the Laplace transform and finite-difference methods in con-
junction with the least-squares method and experimental
temperature data inside the test material to estimate the
unknown surface temperature and heat flux of a hot sur-
face during spray cooling. It is found from two different
experimental examples that the present estimates of the
unknown surface temperature T ð0; tÞ agrees well with
experimental temperature data for the whole time domain.
However, the present estimates of the unknown surface
heat flux qð0; tÞ slightly deviates from the estimated results
of Qiao and Chandra [1] and Cui et al. [3] for the forepart
time. Later, their deviation gradually increases with time.
In addition, the present direct results obtained from the
present scheme at various measurement locations are also
in good agreement with experimental temperature data
for the whole time domain under the given condition of
qð0; tÞ. This implies that the present inverse scheme can
obtain the reliable estimates for the present problems.
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